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Last week
• Deep learning
• Feedforward vs Convolutional vs Recurrent neural 

network
• Large language models

2



Today
• Sentiment analysis
• Lexicon and dictionary-based sentiment analysis
• Machine learning-based sentiment analysis

• Sentiment classification
• Document level
• Sentence level
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Text mining process
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Text mining process
• Data: Text
• Text Preprocessing: is the process of cleaning, normalizing, and structuring raw text data 

into a format suitable for analysis or input into NLP models. (week 2)
• Text transformation, feature generation: involves converting text data into a different 

format or structure, such as numerical vectors or simplified forms, to make it suitable for 
analysis or modeling. (weeks 1, 2, 3, 6, 7, 8)

• Feature selection: is the process of identifying and selecting the most relevant features 
from a dataset to improve model performance and reduce complexity. (week 4)

• Data mining, pattern discovery: is the process of extracting meaningful patterns and 
knowledge from text. (weeks 3, 5, 7, 8, 9)

• Interpretation / Evaluation: is the process of understanding and explaining the model and 
patterns / is the assessment process to measure performance and quality. (weeks 3-9)
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Sentiment Analysis



An example
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Sentiment analysis
“task of classifying the polarity of a given text.” 

Classify the following Google reviews of UU into

 J, K, or L:
1. “Great university and great campus”
2. “Overrated university. The facilities for the humanities studies 

are severely outdated and really poor quality.”
3. “Good school but hideous building”



Sentiment
• Sentiment
• Feelings, Attitudes, Emotions, Opinions
• A thought, view, or attitude, especially one based mainly on 

emotion instead of reason
• Subjective impressions, not facts
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Sentiment analysis
• Sentiment analysis = opinion mining
• Use of NLP, text mining and computational techniques 

to automate the extraction or classification of 
sentiment from text.
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Practical definition of sentiment/opinion
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Opinion types
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Sentiment analysis tasks
• Simplest task:
• Is the attitude of this text positive or negative?

• More complex:
• Is the attitude of this text positive, negative or neutral?
• Label the attitude of this text from 1 to 5

• Advanced:
• Detect the target, source, or complex opinion types
• Implicit opinions or aspects

13



Document-level
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Sentence-level
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Methods for sentiment analysis
• Lexicon-based methods
• Dictionary based: Using sentiment words and phrases (e.g., good, wonderful, 

awesome, troublesome, cost an arm and leg)
• Corpus-based: Using co-occurrence statistics or syntactic patterns embedded 

in text corpora

• Supervised learning methods: to classify reviews into positive and 
negative.
• Traditional Machine Learning: Naïve Bayes, Support Vector Machine
• Deep learning: BERT, GPT
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Lexicon-based Methods



Lexicon-based sentiment analysis
• Old-school sentiment analysis
• Algorithm. Start with a list of “positive” words and “negative” words, 

the “lexicon”. Then count them. 

Sentiment = Total no. positive words − Total no. negative words.

• Popular lexicons are: LIWC, FINN, bing, NRC, …
• Tidytext has AFINN, bing, and nrc
• There are also domain-specific sentiment lexicons, and lexicons for 

languages that are not English



Basic algorithm
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Basic algorithm
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Lexicon-based sentiment analysis



Lexicon-based sentiment analysis



Lexicon-based sentiment analysis



Corpus-based sentiment analysis



Corpus-based sentiment analysis



Example using NRC



Example AFINN



Example AFINN







Reagan et al. (2016). The emotional arcs of stories are dominated by six basic shapes. 
http://doi.org/10.1140/epjds/s13688-016-0093-1 

http://doi.org/10.1140/epjds/s13688-016-0093-1


Lexicon-based sentiment analysis

• The “old-school” (lexicon-based) method is not great with:
• Longer texts (why?)
• Negation
• Context-dependency in general

• You can also just consider this a classification task, where the input 
data is the text and the target is categorical



Break



Supervised Methods



Basic steps
• Pre-processing and tokenization
• Feature representation
• Feature selection
• Classification
• Evaluation
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Sentiment tokenization issues
• Deal with HTML and XML markup
• Twitter mark-up (names, hash tags)
• Capitalization (preserve for words in all caps)
• Phone numbers, dates
• Emoticons
• Useful code:
• Christopher Potts sentiment tokenizer
• Brendan O’Connor twitter tokenizer

36

http://sentiment.christopherpotts.net/code-data/happyfuntokenizing.py
https://github.com/brendano/tweetmotif


The danger of stemming
• The Porter stemmer identifies word suffixes and strips them 

off.
• But:
• objective (pos) and objection (neg) -> object
• competence (pos) and compete (neg) -> compet
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Features for supervised methods
• The problem has been studied by numerous researchers.
• Key: feature engineering. A large set of features have been 

tried by researchers. E.g.,
• Terms frequency and different IR weighting schemes
• Part of speech (POS) tags
• Opinion words and phrases
• Negations
• Stylistic
• Syntactic dependency
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Negation
• Add NOT_ to every word between negation and following punctuation:
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Example
Kiritchenko et al. (2014)

• Features:
• ngrams
• character ngrams
• all-caps: the number of tokens with all characters in upper case
• POS
• the number of negated contexts
• sentiment lexicons
• the number of hashtags, punctuation, emoticons, elongated words

• Classifier: linear-kernel SVM
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Example
Kiritchenko et al. (2014)
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https://www.svkir.com/papers/Kiritchenko-et-al-sentiment-JAIR-2014.pdf 

https://www.svkir.com/papers/Kiritchenko-et-al-sentiment-JAIR-2014.pdf


Supervised methods
• Advantages
• Lead to better performance compared to lexicon-based approaches
• The output can be explained (most of the times)

• Disadvantages
• They need training data
• They can’t capture the context, need more advanced methods; see 

next slide
• Based on feature engineering that is a tedious task
• Not good performance in multiclass classification
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Sentiment analysis with LLM

43



https://paperswithcode.com/task/sentiment-analysis

https://paperswithcode.com/task/sentiment-analysis


Pre-trained models
https://huggingface.co/blog/sentiment-analysis-python
• Twitter-roberta-base-sentiment is a roBERTa model trained on ~58M tweets and fine-

tuned for sentiment analysis (https://huggingface.co/cardiffnlp/twitter-roberta-base-
sentiment)

• SST-2 BERT: Fine-tuned on the Stanford Sentiment Treebank (SST-2) which consists of 
sentences from movie reviews. The model is well-suited for general sentiment analysis 
tasks. (https://huggingface.co/distilbert-base-uncased-finetuned-sst-2-english)

• Bert-base-multilingual-uncased-sentiment is a model fine-tuned for sentiment 
analysis on product reviews in six languages: English, Dutch, German, French, Spanish 
and Italian (https://huggingface.co/nlptown/bert-base-multilingual-uncased-
sentiment)

• Distilbert-base-uncased-emotion is a model fine-tuned for detecting emotions in texts, 
including sadness, joy, love, anger, fear and surprise 
(https://huggingface.co/bhadresh-savani/distilbert-base-uncased-emotion)
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https://huggingface.co/blog/sentiment-analysis-python
https://huggingface.co/cardiffnlp/twitter-roberta-base-sentiment
https://huggingface.co/cardiffnlp/twitter-roberta-base-sentiment
https://huggingface.co/distilbert-base-uncased-finetuned-sst-2-english
https://huggingface.co/nlptown/bert-base-multilingual-uncased-sentiment
https://huggingface.co/nlptown/bert-base-multilingual-uncased-sentiment
https://huggingface.co/bhadresh-savani/distilbert-base-uncased-emotion


Conclusion



Conclusion
• Sentiment analysis
• Document-level versus sentence level sentiment 

classification
• Lexicon-based method is not great
• Supervised learning methods improve old school ones
• Could use BoW and TF-IDF, sometimes better
• Sometimes BoW similar problems as lexicon-based method
• Big disadvantage is that you will need (partly) labeled data

• LLMs and deep learning-based methods perform better
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Practical
IMDB sentiment classification



Remarks
• Next week: Responsible Text Mining & Applications

• Notes about the exam:
• https://textminingcourse.nl/exams/FinalExam.html 

49

https://textminingcourse.nl/exams/FinalExam.html


Questions?
a.bagheri@uu.nl 


